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Abstract
In this paper we discuss the desirability of selecting a data model with due regard to the errors on the data and particularly the strategy for obtaining maximal similarity between the target and prediction probability density functions (PDFs). We describe the properties of the Bhattacharyya measure which make it suitable for this comparison and outline the methodology for the construction of a suitable prediction PDF for a neural network. We present experimental results showing that the Bhattacharyya measure can accurately locate the optimal stopping point for conventional backpropagation learning on a univariate regression problem.

1 - Introduction
Generalisation ability is a major issue when fitting data with parametric models. Determining which model parameters yield the optimal prediction accuracy remains a challenging problem, as indeed does the question of which is the most appropriate model with which to describe a finite data sample. The model selection problem recurs throughout the physical and statistical sciences in a number of guises but has been termed the bias-variance dilemma by Geman et al [1]; Bishop [2] also provides a useful discussion of the problem.

One common approach to determining the point of optimal generalisation is to partition the set of labelled examples into a training set and a validation set. Only the training set is explicitly used to adjust the model parameters and the validation set is employed to test the model’s accuracy on unseen data. As a limiting case, a single member of the dataset is used for performance testing and the model is repeatedly retrained using each member as the validation set in turn. This latter leave-one-out approach is rather time-consuming; dataset partitioning approaches have other drawbacks which mean they are unsatisfactory – see [2].

Reflecting its importance, the issue of generalisation in neural networks has received a great deal of attention including Bayesian treatments [3,4].

In general, neural networks are trained to minimise a squared output error which is equivalent to minimising the p-2 (or Euclidean) norm of the difference between the target and prediction vectors. The drawback of this statistic is that it ignores the likely errors on the components of these two vectors which can lead to overfitting whereby the model becomes overly specialised on the training sample.

In this paper we present a novel approach to finding the point of optimal generalisation, the under-pinning principle of which can be illustrated by the problem of drawing a smooth curve through a set of experimentally determined data shown in Figure 1. When a human performs this task of model selection, they take due account of the error bars on the data. For example, the same data points are shown in Figures 1(a) and (b) but with different error bars leading to two different but nonetheless reasonable curves. The conclusion is clearly that data with smaller errors mandate a more elaborate predictive model.

In this work we have formalised the notion of taking due account of errors during a fitting process by comparing the probability density functions (PDFs) of the target and predicted quantities. A model with a prediction PDF which is substantially different from the target PDF for a given datum obviously cannot be generalising to the underlying parent dataset in
an optimal fashion. In seeking the point of optimal predictive generalisation we are seeking the greatest degree of similarity between target and prediction distributions. The measure we have used as a gauge of similarity is the Bhattacharyya metric [5,6] which we argue (elsewhere) is the optimal method of comparing frequency-coded data [6].

In this paper we present a derivation of the Bhattacharyya measure to underline the properties which make it attractive for the present application. Next we describe the construction of the prediction PDFs for a neural network and the application of the Bhattacharyya measure. Finally, we show some experimental results and discuss future directions for this research.

2 - Derivation and Properties of the Bhattacharyya Measure

If we imagine a random variable, $X$ in one-dimension, we wish to measure a distance in the space between two points, $x_1$ and $x_2$. In order to enforce statistical significance on our measure we normalise the distance by the standard deviation of $X$ which leads to:

$$d = \frac{\int x_1 \, dX}{\sqrt{\text{var}(X)}}$$

At this point we have two possible ways forward: We can either assume that $\text{var}(X)$ is constant and can be taken outside the integral which leads to the straightforward Euclidean distance and the $\chi^2$ measure. This is a valid local approximation but for significant distances in pattern space this becomes less and less true.

Alternatively, under the assumption that the errors on $X$ are Poisson distributed, $\text{var}(X) = X$ and so the integral becomes:

$$d = \frac{\int x_1 \, dX}{\sqrt{X}} = 2\sqrt{x_2 - x_1}$$

For measuring distances in $N$-dimensions it is convenient to consider $d^2$:

$$d^2 = 4(x_2 - x_1)^2$$

which is the Matusita measure [7]. Expanding the square in the above expression yields:

$$d^2 = 4(x_2 + x_1 - 2\sqrt{x_2 x_1})$$

If we consider $X_i$ to be the $N$ bin contents of a histogram then from the normalisation condition on a PDF, the sum over all bins of both $x_i$ and $x_j$ is unity and therefore the Matusita distance is of the form:

$$d^2 = \text{const} \times (1 - \sqrt{x_i x_j})$$

The term, $\sqrt{x_i x_j}$ is the Bhattacharyya measure and it is clear that minimising the Matusita distance is equivalent to maximising the Bhattacharyya measure; for computational convenience we prefer the Bhattacharyya form of the measure.
Two observations are in order at this point: First, from the derivation it is clear that the Bhattacharyya measure is a generalised \( \chi^2 \) measure but one that properly accounts for the spatial variation across the pattern space of standard deviation under the assumption of Poisson-distributed errors.

Second, in forming the Bhattacharyya metric we take the sum of products of the square roots of the variates, or alternatively, we are taking the vector inner product of two transformed vectors. The procedure is thus akin to the data transformations of classical statistics. In [6] we show that the effect of this transformation is to map the variates into a space in which the variance of the Bhattacharyya measure is constant; it is this important fact that makes the unadjusted Bhattacharyya measure the appropriate statistic for comparing different models. This is in sharp contrast to the \( \chi^2 \) statistic which requires systematic correction for model comparison [8].

Further empirical justification of the suitability of the Bhattacharyya measure as a model selector has been given by Lacey et al [9] in the context of a switchable Kalman filter while Aherne et al [6] consider other important properties of the Bhattacharyya measure.

3 - Application of the Bhattacharyya Measure to MLP Prediction

Having established a principled means of comparing two PDFs, we now address the issue of constructing a prediction PDF for a neural network. Broadly we have followed the methodology employed previously in applying the Bhattacharyya measure to the problem of identifying the correct order of polynomial to fit through a set of data [10].

Considering the \( n \)-th training datum, we calculate the elements of the inverse covariance matrix of the network parameters from first-order error propagation:

\[
\sigma^2 = \sum \frac{1}{\sigma^2} \left( \frac{\partial f}{\partial a_i} \right) \left( \frac{\partial f}{\partial a_j} \right)
\]

where \( \sigma^2 \) is the target variance, \( a_{i,j} \) are the model parameters, \( f = f(x,a) \) is the model prediction and \( \sigma^{-1} \) is the \( i,j \)-th element of the inverse covariance matrix. Since we require an estimate of the model prediction at the \( n \)-th point of the training set, the summation is taken over the whole training set but omitting the \( n \)-th datum. (Clearly if the \( n \)-th datum were to be included in an estimate of prediction ability at the \( n \)-th datum, such an estimate would be biased.) At this point we can determine an estimate of the constraint on the prediction, \( \delta_y \), for the \( n \)-th datum from:

\[
\delta_y^2 = \nabla f_n^T C_n \nabla f_n
\]

where \( \nabla f_n \) is the column vector of partial derivatives of \( f \) evaluated at the \( n \)-th datum and \( C_n \) is the inverse of the matrix whose elements are given by \( e_{ij}^{-1} \). The (expectation of the) model prediction, \( f_n \), is known therefore the Bhattacharyya overlap between prediction and target quantities can be calculated from [5]:

\[
B_{\text{diag}} = \sqrt{2 \sqrt{\delta_y^2 \times \sigma^2 \over \delta_y^2 + \sigma^2} \exp \left( -\left( f_n - y_n \right)^2 \over 4\left( \delta_y^2 + \sigma^2 \right) \right)}
\]

where \( \delta_y^2 = \delta f_n^2 + \sigma^2 \) is the prediction error and \( B_{\text{diag}} \) is the Bhattacharyya overlap at the \( n \)-th datum. Taken over the whole training set, the total Bhattacharyya measure is given by:

\[
B_{\text{tot}} = \prod B_{\text{diag}}
\]

although in practice we sum the common logarithm of \( B_{\text{diag}} \) for reasons of numerical stability.

The above treatment assumes that the prediction errors at each datum are independent; in practice, the predictions at two data points will both be conditioned on the same set of model parameters and hence the prediction errors will, in general, be correlated. We can accommodate these correlations by estimating the covariance on the parameters by computing the average of the leave-one-out parameter covariance matrices:

\[
C_f = \frac{1}{N} \sum_{n=1}^{N} C_n
\]

and determining the prediction covariance matrix from:

\[
C_f = \nabla f C_f \nabla f^T + \sigma^2 I
\]
where $\nabla f$ is now the matrix of partial derivatives at each datum in the training set. The prediction error is now described by an $N$-dimensional Gaussian distribution where $N$ is the number of training patterns. We have derived the Bhattacharyya overlap integral for two $N$-dimensional Gaussian distributions with arbitrary covariance matrices to be:

$$B_{\text{full}} = \int_{-\infty}^{\infty} \sqrt{\det(\Sigma_1)\det(\Sigma_2)} \exp \left( -\frac{\gamma}{4} \right) \phi_1(x)\phi_2(x) dx$$

$$= \frac{2^N}{\sqrt{\det(\Sigma_1)\det(\Sigma_2)}} \exp \left( -\frac{\gamma}{4} \right)$$

where:

$$\gamma = \mathbf{M}_1^T \Sigma_1^{-1} \mathbf{M}_1 + \mathbf{M}_2^T \Sigma_2^{-1} \mathbf{M}_2$$

$$- \left( \mathbf{M}_1^T \Sigma_1^{-1} + \mathbf{M}_2^T \Sigma_2^{-1} \right) \left( \Sigma_1^{-1} \mathbf{M}_1 + \Sigma_2^{-1} \mathbf{M}_2 \right)$$

and $\mathbf{M}_{1,2}$ are the mean vectors and $\Sigma_{1,2}$ are the covariance matrices. Since this form of the prediction uses a full covariance matrix – as opposed to a diagonal approximation – we refer to this measure as $B_{\text{full}}$. We thus have two measures of similarity, $B_{\text{diag}}$ and $B_{\text{full}}$ with which to compare the target and prediction PDFs for a network.

4 - Experimental Results

To validate our approach we have considered regression rather than classification problems since a classifier has only to perform well in the region near the decision surface to give favourable results. For a regression problem, on the other hand, the prediction has to be acceptable over the entire domain. Thus regression poses a stiffer test of generalisation.

We have used conventional MLP networks with sigmoidal non-linearities and linear output nodes. For the results on the problem reported here our evaluation methodology has been to generate a small training set and a rather large validation set which approximates the universe of the underlying parent distribution. Both training and validation data were corrupted by zero-mean, additive Gaussian noise. We have trained using standard error backpropagation with a very small, constant learning rate in order to densely map the error space. In parallel with the training we calculate the mean-squared error (MSE) over the validation set as well as the Bhattacharyya measures ($B_{\text{diag}}$ and $B_{\text{full}}$) and plot these measures as a function of training iteration number. If the

---

**Figure 2**: Training MSE, Validation MSE, $B_{\text{full}}$ & $B_{\text{diag}}$ versus Iteration Number for 1:6:1 Network Trained on Sinewave Data. Target variance = 0.05.
Bhattacharyya measure truly does predict the point of best generalisation we should observe a maximum in the Bhattacharyya metric corresponding to the minimum in the validation MSE. We believe this methodology to be a straightforward and unambiguous means of validating optimal generalisation algorithms.

Figure 2 shows the result for training a 1:6:1 network on the function:

\[ f(x) = \sin(2\pi x) \]

where we have used a training set of 10 members and validation set of 10,000. Both training and validation sets have been corrupted with Gaussian noise of a variance of 0.05. Our choice of such a complex network to map such a simple problem was to guarantee eventual overfitting of the training data.

From Figure 2 training and validation MSEs follow a well-worn pattern with the validation curve displaying a minimum at around 60,000 iterations. The \( B_{\text{diag}} \) measure has a peak close to the point of best generalisation but due to the approximations in its formulation it is slightly in error. The Bhattacharyya measure calculated with the full covariance matrix (\( B_{\text{full}} \)), however, has a peak which exactly coincides with the point of minimum validation MSE and is thus able to correctly identify the point of optimal generalisation. Interestingly, it seems from the plot of validation MSE that the error surface for this training problem exhibits a false minimum at around 30,000 iterations which the \( B_{\text{full}} \) measure completely ignores.

We have repeated this experiment several tens of times restarting the training with different random initial weight values and the \( B_{\text{full}} \) measure consistently predicts the point of optimal generalisation every time although the value of MSE predicted by \( B_{\text{diag}} \) varies somewhat.

We emphasise the only role of the validation set in this work was as an independent estimator of generalisation ability.

5 - Discussion & Future Work

We believe the significance of this work is that we have been able to demonstrate the determination of the optimal stopping point using the training data alone. In many respects, the present technique is an analytic formulation of cross-validation. Thus it is of particular value on problems where the amount of data available is small and one would like to use it all for training rather than partition it into separate training and validation sets.

It is appropriate to ask how we have managed to seemingly circumvent the bias-variance dilemma [1]: clearly the additional information which has been employed is the errors on the target values - recall Figure 1 and the related discussion. This error information can be obtained either by direct observation or can be estimated by careful consideration of the measurement process involved in gathering the target values.

From a practical point, the calculation of both forms of the Bhattacharyya similarity measure require the inversion of an inverse covariance matrix on the network parameters. Since the weights in a network can be expected to interact quite strongly we should expect the inverse covariance matrix to be rank-deficient; in practice this matrix is often quite seriously so. We have thus computed the inverse by approximating it with a matrix of (lower but) full rank using singular value decomposition (SVD). In the course of this work we have observed that for certain combinations of dataset and architecture the matrix inversion stage is taxing even for SVD.

As to future areas for the research, we have demonstrated here that for a single training run we can accurately predict the optimal stopping point. Neural network practitioners usually train a range of networks repeatedly and select what appears to be the ‘best’ network. We plan to address the task of exploring whether the Bhattacharyya measure can be used select the best model from a range of possibilities - in essence, the system identification problem from control engineering.

Finally, although we have here employed the Bhattacharyya measure to find the optimal stopping point for a training algorithm which minimises the MSE over the training set, we believe it should be possible to devise a training algorithm which directly maximises the Bhattacharyya integral as a means of locating the optimal generalisation point for a given neural architecture.
6 - Conclusions

In this paper we have discussed the desirability of selecting a data model with due regard to the errors on the data and particularly the strategy of obtaining maximal similarity between the target and prediction PDFs. We have described the properties of the Bhattacharyya measure which make it suitable for this PDF comparison.

We have described the construction of a prediction PDF for a neural network and presented experimental results demonstrating that the Bhattacharyya measure can indeed accurately locate the optimal stopping point for conventional backpropagation learning of a univariate regression problem.
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