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Abstract

Least-squares fitting, first developed by Carl Friedrich Gauss, is arguably the most widely used technique
in statistical data analysis. It provides a method through which the parameters of a model can be
optimised in order to obtain the best fit to a data set through the minimisation of the squared differences
between the model and the data. This tutorial document describes the closely associated methods
of least-squares and weighted least-squares (x?2) fitting. We derive least-squares estimators both as
Maximum-Likelihood (ML) estimators and as Best Linear Unbiased Estimators (BLUE), reconciling
the two treatments in the conclusion. We then use the method to derive estimators for the parameters
of some simple models, including the straight-line fit, together with the standard errors on the estimated
parameters. We conclude with some general observations on how the lessons learned from the specific
case of least-squares fitting can inform our understanding of machine vision and medical image analysis
algorithms in general.

1 The Method of Least Squares

The method of least squares has, at various times, been ascribed to a number of different authors, notably Gauss and
Laplace. Plackett [?, ?] describes the historical development of the method, and was responsible for establishing
that the fundamental results are due to Gauss. It is arguably the most commonly used statistical estimation
procedure, being almost ubiquitous in science and engineering, and is usually one of the first to be learned. It
provides a procedure through which a model can be fitted to a set of measurements by minimising the squared
differences between the measurements and the model prediction,s with respect to the parameters of the model, in
order to obtain the optimal parameters. However, this apparently simple yet powerful procedure depends on a set
of assumptions that are much less well known than the method itself, leading to invalid applications.

There are two, notably different, approaches to justifying the least-squares fitting procedure, differing in their
assumptions. The (arguably) simpler and easier to interpret approach is to assume that the errors on the mea-
surements are described by a normal distribution, in which case the least-squares estimators can be derived using
maximum likelihood. However, it is also possible to derive least-squares estimators as those that, amongst all
unbiased, linear estimators for linear models, have the lowest variance. We initially describe both derivations
without comment, and reconcile them in the conclusion.

1.1 Derivation as a Maximum Likelihood Estimator

Suppose that you have a set of n data (z;,y;) where ¢ = 1...n, to which you wish to fit some model f(z). An implicit
assumption is made at this stage that the model is a correct description of the physical process that generates the
data (the consequences of using an incorrect model are described later). Noise will have been added to the data
during the acquisition process, so that
yi = f(z:) +m

where 7; is the noise on the ith data point. Therefore, the residuals r; generated by subtracting the model prediction
at x; from the measured y; are given by

ri =y — fzi) =
We now need to apply this model to make statements regarding the degree of conformity of data. In the strictest
sense, a distinction must be made between probabilities, which are defined over a range, and probability densities,
which are not i.e. the probability P(r;|0) that the residual r; will lie within the range r + A/2 is given by

r+A/2
P(ril6) = / p(ril6) dr = p(ril0)A
r—A/2



where p(r;|0) is the probability density distribution of the residuals!. The aim of least-squares fitting is to find
the set of model parameters that maximise the probability that the model could have generated the data. The
probability density over r; for a Gaussian distribution is given by

(v — 7))
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where 6 is the vector of model parameters and o; is the standard deviation of the noise on the ith data point.
Assuming that the noise on each data point is uncorrelated, the probability of the whole set of residuals is given
by the product of the probabilities for each residual i.e. they consist only of noise. Assuming that the noise is
described by a normal distribution, the probability density p(r;|0). for r; is given by

p(r16) = [T - expl- 2= 0

p(ril0) = ]

We can maximise this quantity, or likelihood, with respect to the model parameters 6 (see NAT comments). Note
that we are considering p(r|f) as function of the #, not as a function of the z;. Furthermore, we are interested
only in the location of the maximum of the function, rather than in its absolute value. Therefore, we can apply
any monotonic transformation to it, since such transformations will change the absolute value of the function but
not the location of its optimum. One such transformation is taking the logarithm: this simplifies the expression
considerably?. We can now define the likelihood L according to

~ [y — f(@))?

InL = ; 202

In order to maximise the likelihood i.e. to obtain the model parameters that maximise the probability that the
data could have been generated by the model, we minimise (due to the minus sign in the above equation) the sum
of the squares of the differences between the model and the data, weighting each term in the sum by the square of
the standard deviation of the error on that data point. The negative log-likelihood is referred to as the x? function

2
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Furthermore, if the standard deviation of the noise is independent of z, then o; = o, and this can also be removed
as a constant factor, leaving3

n n

InL =" <[y~ @) =3 ~?

i=1 i=1
Due to the minus sign, maximisation of the likelihood is achieved by minimising the squares of the residuals, and

the method is therefore known as “least-squares fitting”. Since the process is a maximisation of the likelihood, it
falls into a class of methods known as maximum-likelihood estimators.

1.2 Linear and Non-linear Least Squares, and the Matrix Formulation

Least-squares fitting problems can be divided into two categories: linear and non-linear. A least-squares problem
is said to be linear when the model can be expressed as a linear combination of its parameters i.e.

f(33|a) = Zcr(x)ar

where a is the vector of n, model parameters and the coeflicients ¢, are either constants or functions of the ;.
Note that it is linearity in the a, not in z, that matters. The x? then becomes

X2 _ Z [Yi — > 024 Cr(m)ar]Q
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1The notational convention is adopted that capital P refers to a probability, whereas lower-case p refers to a probability density.

2Taking the logarithm also has the desirable property that it turns the product into a sum, thus avoiding the need to take the
product of many small numbers, and so avoids loss of accuracy due to the limits imposed by machine precision.

3This property is referred to as homoscedasticity, and spaces in which it is true as homoscedastic spaces; however, due to the
obscurity of this term we have referred to such spaces in other documents on this web site as “equal variance spaces”.



The estimators of the model parameters are derived by maximising the x? w.r.t. the parameters; this can be
achieved by differentiating w.r.t. each parameter,

dx? _ i er () [y — Zgil 03(33)‘18]2

da, o2

i=1 i

and setting the result equal to zero. At the point where the differential is set equal to zero we are implicitly
substituting the optimal value of the parameter into the equation i.e. replacing the parameter as a variable with
the maximume-likelihood estimator of the parameter. Therefore, we replace the symbol for the parameter as with
the symbol for the estimator of the parameter a5 at this point

2
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This generates a system of n, simultaneous equations with r unknowns (the ¢, ). Solving this system of equations
generates the least-squares estimators for the model parameters.

The above equations can be expressed in a more concise form using matrix notation, avoiding the summation signs
and indices. The x? becomes

=" -V iy-1)

We adopt a notational convention in which bold lower-case variables represent vectors and bold upper-case variables
represent matrices, so y is the vector of y;, f is the vector of model predictions at each z;, and V is the covariance
matrix of the measurements i.e. for independent measurements, the diagonal elements of this matrix are the squares
of the standard deviations of the errors on each data point. Introducing another matrix C, where C;,. = ¢,.(z;), we
have

f=Ca

X’ =(@y"—a"Cc")Vl(y - Ca)

so the normal equations become
cf'v-lca=cCcTvly

Note that the vector y is of length n, the vector a is of length n,,, V is an n x n square matrix, and C is rectangular
with n rows and n, columns. In general n will be much greater than n, (unless n, < n there is no unique solution
to the normal equations) and so a factor of CT cannot be cancelled from this equation as C does not have an
inverse, and so the weighted least-squares estimate of & is

a=(c’vlc)'ctvly

If the errors on the data are equal, then the V can be cancelled to give the normal equations for the least-squares
fit
a=(ctc)"'cty

Note that these equations are deceptively simple: only in the most straightforward cases can least-squares or
weighted least-squares fitting be implemented by evaluating them directly. For all but the simplest models the
computational effort required to compute the matrix inversion grows rapidly, and numerical problems with accuracy
and rounding rapidly get out of control, particularly if some of the model parameters are weakly constrained by
the data. In general, unless the fitting problem involves only proportional, linear (for which the equations for
the estimators are given in the next section) or quadratic models, it is better to rely upon packages provided by
software libraries, which generally apply techniques such as SVD in order to avoid the explicit matrix inversion.

Given the above forms for the normal equations, the errors on the estimators can be obtained directly. The
estimators of the parameters & are obtained through multiplying the y by a matrix (CTV(y)~1C)~!CTV(y)~ L.
In the present case only the y have errors: the x (and thus the matrix (CTV(y)~1C)~*CTV(y)~!) are not random
variates. The matrix form of the propagation of errors formula (see Appendix 1) states that the variance transforms
using the same matrix i.e. if

a= My

then
V(a) = MV (y)M”

where
M= (C"V(y)'C)"'C"V(y)™!



Since VI' =V and (AB)? = BT AT this reduces to

V(a) = (C"V(y)"'C)™!

In cases where the model cannot be expressed as a linear combination of the parameters, the least-squares problem
is said to be non-linear. There is no closed-form solution in such cases. An iterative approach must then be adopted
in which the solution is found by repeatedly evaluating linear approximations around the current estimates of the
parameters, using much the same procedure as described above. However, the process becomes sensitive to the
initial estimates of the model parameters, and so a good initial “guess” for the parameters is required.

1.3 Derivation of Least-Squares Estimators as Best Linear Unbiased Estimators
(BLUE)

Linear least-squares fitting can also be derived, under a slightly different set of assumptions, by finding the linear,
unbiased estimators of the parameters of the linear model that have the lowest variance. First, assume that the
model is linear (again, in its parameters rather than in x), so that

y=Ca+np
Next, assume that the errors on each measurement are uncorrelated

cov(n;,m;) =0

that the error distribution is symmetric
<n>=0

and that the errors are homoscedastic (i.e. we are working in an equal-variance space)
V(n) =o'l

Let T = tTy be any linear function of the observations that provides an unbiased estimate of aa, where « is an
arbitrary vector of constants. Since T is unbiased it follows that

<T>=<tTy>=tT <y >=t"Ca
and
<T>=aa

$0
t‘C=a o ol =C"t (1)

We now find the variance of T
V(thy) =< t"y)(y"t) >

=t"V(y)t
=t1o%Tt
=tTto? (2)

We wish to find an estimator that, with the constraint that it is unbiased, has the lowest possible variance.
Therefore, we minimise the variance (Eq. 2) subject to unbiasedness (Eq. 1) using a vector of Lagrange multipliers
A. Let

Q=t"t+2\T(a” — CTt)

We adopt the usual approach to minimisation of differentiating this with respect to t, setting the result equal to
zero, and solving for t. So

aQ =2t — 2C\
t
giving
t=CA\
Premultiplying this by CT gives
Cc’t=c’ca



but from Eq. 1 o = CTt so
o =cTea (3)

Now )
T=tTy =\'CTy (4)

T = [(CTC) o] CTy
=a(CTC)"ICTy
Now, since < T>=T= aa, T must have the form ad, and so
ad=a(CTC)"'CTy
or
a=(cfo)"icty
This is simply the expression for the normal equations given above, and so the unbiased linear estimator of the

linear model that has the lowest variances is the least-squares estimator, and due to this we refer to it as the Best
Linear Unbiased Estimator (BLUE). The result is known as the Gauss-Markov Theorem.

Two further results follow immediately. First, taking the expectation value of the least-squares estimator gives
<a>=< (CTCc)"'cTy >
=< (cTc)"'cf(ca+1) >
=a+(CTC)"'c? <>
and, since under the above assumptions the expectation value of the noise is zero,
<a>=a

The expectation value of the estimator is equal to the value of the parameter being estimated, so the least-squares
estimator is unbiased.

Furthermore, the variance of the estimator is defined as

V(a) =<(a—a)(a—a)l >

but
a—a=(C'c)"'Cc’y -a
=(cTo)"'c’(Ca+n) —a
=(cTCc)7ichy
So,

V(a) =< (CTc)"'cTmPc(ce)™! >
=(cTo)'ct <m” > c(cte)!
= (cTo) et (o’ nc(c?fo)!

_ 0'2(CTC)_1

thus reproducing the result obtained from the derivation using maximum likelihood.

2 Simple Examples of Linear Least-Squares Fitting

In this section, the estimators for each model parameter for some commonly occurring models are derived. The
general process is the same in each case; we find the optimum of the x? function w.r.t. each of the model
parameters by differentiating w.r.t. that parameter, setting the result equal to zero, and solving for the parameter.
The over-bar symbol is used to represent the mean of a set of values e.g.

n
> i
i=1

The errors on the estimators are also derived. Therefore, the procedure in each case is to write the estimator as a
function of the y;, differentiate w.r.t. the y;, and then sum the squares of the differentials multiplied by the squares
of the standard deviations. This procedure gives the variance of the error on the estimator: the square-root of this
quantity is referred to as the standard error on the estimator.

T =

SRS



2.1 Fitting y =ma

Situations in which y is directly proportional to = are reasonably common in physical laws; linear elasticity in the
form of Hooke’s Law provides one example. In this case, the model is

Yy =mz

where m is called the constant of proportionality (Young’s modulus in the case of Hooke’s Law). The x? is therefore

n

2
s o Wi —ma)
X = Z o2
=1 g

or, if g; is constant,
= E — ma;)?
02

Differentiating w.r.t. m and setting the result equal to zero gives

dmiaQZ —2x;(y; —mx;) =0

and therefore N
Z Ty — mri =0
i=1

SO

Ty a2

n on
and _
N Yy
S~

and then differentiate w.r.t. y;: only one term in the sum contains y; (the others contain y1, Y2,...,yi—1,Yi+1se--sYn)s
SO .

dm  x;

dy;  na?

Applying the equation of error propagation therefore gives

n
x
ok =D ()%
=1

and so )
9 o
O'm N

2

nw

Taking the square-root of this quantity provides the standard error on m.

2.2 Fitting y =mxz +c¢

The second example we provide is the case of fitting a straight line, in which the model is
Yy =mx—+c

where m is the gradient and c is the intercept. The x?

Z mx, c))

i=1




In this case, we differentiate w.r.t. both m and c, set the results equal to zero, and solve the resultant pair of

simultaneous equations. Differentiating gives

dx? - . R
= ;:1 —2(y; —mx; —¢) =0
and ,
d n
d—XC =3 2y —thar; — &) =0

i=1
From Eq.5 we have

n

n n n
Z—Q(yi—ﬁwi—é)ZOZZyi—ﬁLZm—Zé:g—mf—é
=1 =1

i=1

Eq.6 provides a similar function ~
Ty —mha? —¢éx =0

SO _
Ty — mx?
—————— =¢
z
Substituting this into Eq.7 gives
L TY— 7Y
=
Substituting this into Eq.7 gives ~
. yz? — TYT
6= "——""+
ZC2 _ :f2

Again, we can write the estimator of 7 as a function of y;

differentiate

dm ;-
dy;  n(z? — 72)

and apply the propagation of errors formula to obtain the error on m

0'2 = 70—2
"= (e — )

A similar procedure gives the error on ¢ as
o2a2

n(z? — 72)

N

g

Again, taking the square-roots of these formulae provides the standard errors on 7 and ¢é.

3 Estimating Data Errors from the Fit Itself

(5)

The results of applying error propagation in the above examples gives the standard errors on the estimators of
each model parameter in terms of the standard deviation of the noise on the data. In some cases this standard
deviation may be known from the calibration of the measurement equipment or from error propagation in previous
algorithmic stages. If it is not known then we can estimate it from the fitting process itself: the residuals around the
fitted model provide us with a sample drawn from the noise distribution, from which we can calculate the standard
deviation. However, the error propagation formulae require the standard deviation of the parent distribution that

generated the noise: applying the usual formula

o= 3 = fa)?

1
n



to the residuals gives us the standard deviation of the sample of noise drawn from the parent distribution, unless
there are an infinite number of data points. This estimate of the standard deviation of the parent distribution
generated by the above equation is biased: fortunately, it is possible to evaluate the magnitude of this bias, and
it turns out that the standard deviation generated by the above equation is exactly (n —n,)/n too low. Knowing
this, we can apply a correction leading to the formula

o= S (= fw)?

n—n
P =1

Many fitting packages will provide error estimates generated using this equation. However, it should be noted that
its use prevents any independent estimate of the goodness-of-fit from the y2.

4 Conclusions

Least-squares fitting can be derived from two different sets of assumptions. Assuming that

e the model is an accurate description of the data generation process;
e the errors on the data are uncorrelated;

e the noise generation process has a normal distribution;

least-squares estimators emerge as the maximum-likelihood estimators of the model parameters. In this case it is
also easy to interpret the meaning of the fitted model parameters: they are the parameters that give the highest
probability that the data could have been generated by the model. However, it is also possible to prove that linear
least-squares estimators are BLUE under an alternative set of assumptions i.e. that

the model is an accurate description of the data generation process;

the errors on the data are uncorrelated;

the distribution of the errors is symmetric;

the errors are homoscedastic (i.e. have equal variances regardless of where in the space the measurement is
made).

These assumptions, whilst requiring homoscedasticity and a symmetrical distribution for the errors, do not assume
a particular distribution i.e. a normal distribution, and so are less strict. It may therefore appear that the case in
which least-squares estimators are also maximum-likelihood estimators is a special case of a more general approach.
Indeed, this is the interpretation which many statistical textbooks prefer to put forward, in order that the use of
least-squares can be justifed in the maximum number of applications.

There are two points to make regarding this issue. First, if the distribution of the errors is not normal, then the
least-squares estimators only have the lowest variances amongst the linear estimators. There will, in general, be
maximum-likelihood estimators that are non-linear and have lower variances. Second, the proof that least-squares
estimators are BLUE relies on taking expectation values, and so is an asymptotic property (i.e. only guaranteed
in the limit of infinite amounts of data). The assumption that the error distribution is symmetric is particularly
sensitive; even when this is true, the residuals (i.e. the sample taken from the error distribution) may be non-
symmetric i.e. there may be more data points on one side of the mean than on the other. Such considerations have
led to the development of “robust” estimation procedures, which are less sensitive to outliers. As a consequence,
we can conclude that simply choosing to use least-squares based upon the BLUE interpretation is likely to lead to
inferior results in practical applications. We certainly can not conclude that it is likely to be the best approach.
Using the BLUE analysis to support such an argument amounts to over-interpretation. An approach based upon
quantitative probability, which matches the assumed distributions to those practically observed, must do better.
Unfortunately, such over interpretation of specific mathematical analyses is often encountered when looking for
arguments to support many common statistical measures. Scientists therefore need to be more generally aware of
this issue.

4The influence this has on the fit will be inversely proportional to the amount of data. In addition, the probability of having data
points with large residuals, which therefore have a large effect on the fit, and which are not balanced by a similar data point on the
opposite side of the mean, will increase as the relative size of the tails on the distribution increases. Since the Gaussian is the most
compact distribution, the probability of having such outliers will increase the further the distribution departs from normality.



Another point of interest is that of homoscedaticity. Why is it needed in the BLUE analysis but not the conventional
derivation from Gausian distrbutions? In fact, we can argue that a correctly motivated derivation of likelihood
would also have required the property of homoscedasticity (see NAT comments).

Whichever justification for the use of least-squares estimators is applied, it is important to ensure that the as-
sumptions are met. In particular, the model must be a complete description of the physical process that generates
the data, such that subtracting the model predictions from the data leaves only noise. If this assumption is not
met, then the residuals will contain an x-variate dependent structure. This will exert a biasing effect on the fit
i.e. introduce systematic errors. The same is true of non-symmetric error distributions. Finally, for best use,
the error distribution must be both normal and homoscedastic. Due to these considerations, it is not sufficient
to simply quote the fitted model parameters when applying the procedure; they should be accompanied by some
measure of the goodness-of-fit, in order to demonstrate that the model genuinely fits the data. The most powerful
goodness-of-fit tests require independent estimates of the errors, and are precluded if the errors must be estimated
from the residuals. Therefore, it is also good practice to provide estimates of the errors on the fitted parameters,
in order to avoid constraining the statistical procedures available for further analysis of the results.

All statistical analysis procedures can, at some level, be considered as model fitting processes, of which least-squares
fitting is a simple example. Therefore, the conclusions drawn from this analysis of least-squares can provide a toolkit
with which to approach the consideration of any statistical procedure. In particular, we can pose two questions.

e Does the model really fit the data?

e Are the errors on the results quantified?

These are particularly relevant in the case of algorithms developed in machine vision and medical image analysis
since the answers are, with surprising frequency, “no”. If this is the case, we are justified in being sceptical about
the value of the proposed algorithm.

5 Appendix 1: Error Propagation

Suppose we have a set of m functions fi, fa, f3, ..., fm of n different variables x1, x2, x3, ..., T,. If the x; have errors
associated with them, then so do the f. Furthermore, since the f; share the z; they will be correlated even if the
x; are not. The variances on the f; are given by

V(fi)=<[i>—-<fr>"
The f; can be expanded in a Taylor series about the mean to give

0 fx 0 fx

Tr = fu(pr, p, ) + (6:10 )(w1 — p1) + (E)(l’z — p2)

Inserting this into the formula for the variance gives

Ofk
oo

5fk 5f 3 5f Ey
_Z 5% —|—ZZ 5% 5% Yeov (x4, 4)
i jF
This is a generalised form of the standard law of combination of errors; for example, with a single function of
independent variables (where the covariances are all zero) it simplifies to the more familiar

)
= i

The covariances between the fi can be found in the same way

S 85

(51’1 5(E1

V(i) = (22)2 < (21— m)? > 4o+ 2(22

a1 ) < (@1 — ) (2 — p2) >

Oy Oft

5(E1 5552

<fufi> = <fri>< fi>m<(z1 — ) (@1 — ) > (o)) + ot < (@1 — pa) (T2 — p2) > (

which can be expressed in summation notation as

cov(fx, fi) = ZZ 6fk 6fl Jeov(x;, 5)

63:1 5:6]
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So, if we define a matrix G such that
0 fk
(S,Iii

then the law of combination of errors can be expressed in its most generalised, matrix form as

gri =

Vi =GV,G”

Since it is based on a Taylor expansion, this is an approximation to the true error. The accuracy is dependent on
the rate of change of the derivatives around the point of expansion; it is reasonably accurate if the derivatives do
not change much over a few standard deviations.

Comments from Neil Thacker

The conventional definition for a likelihood is based upon the use of probability densities such as in the derivation
above.

p(r|8) = Hp ri|0)  (a)

Fisher’s stated aim was to define likelihood such that “the ratio of likelihoods for two sets of parameters
should tell us the ratio of the number of times that the data would have been generated by the
two models”. It was also Fishers intention to define a unique estimation process. It is commonly known that a
likelihood is not a probability. There appear to two reasons for this, as will be discussed below.

point 1

Beware, the conventional use of likelihood (as equation (a)) is not guaranteed to satisfy Fisher’s requirements. In
particular, in situations where the probability densities cannot be provided by theory, but must be sampled from
data, we will get different sample (residual) distributions and consequently different (non-unique) likelihood results
for non-linear transformations of the measurements. We can understand this problem better if we take a closer
look at the steps leading up to (a).

Fisher’s requirements are true for likelihood if we can write

InL =In[P(r|0)] + const
where
ri+A; /2 n
P(r|0) / p(ri|0) p(ri|0)A b
10) H N 10) ];[ 10) (b)

Consequently, his aims can be met by defining likelihood according to equation (b), provided we can define the
A; terms consistently. The most obvious definition would seem to be the one which links A to the measurement
accuracy, thereby defining the probability in accordance with the evidence. It can be immediately observed that
fixed A; factors will cancel in any ratio of P(r|f) (6 being the model parameters). Cancellation of A;’s is guaranteed
for any transformation of r (which applies consistently to all data on a one off basis), provided we make appropriate
modifications to the associated densities p(r;|6).

An associated property of impirical approaches is that we often have to make assumptions in order to estimate
distributions from the available samples. Clearly, we can only estimate a single consistent distribution (true for all
data) for homoscedastic spaces. This mitigates against observing any modifications, and we will need a lot more
data and Bland-Altman plots in order to understand the statistics. This comment is made all the more interesting
by the observation that the proof of BLUE for least squares makes an explicit homoscedastic assumption while
conventional likelihood does not.

point 2

Another thing which is often said regarding likelihood, is that p(r|@) is not a probability as it defines a function
over 6, which does not satisfy the axioms of probability. Clearly therefore, likelihood terms can never be justfied
as a substitute for P(r|0) °. However, taken at face value, such a statement might also imply that equation (b) in
point 1 (which is also a function of the parameters) could not be a probability either.

In fact these considerations appear when attempting to justify comparison of likelihoods. Then we would want to
be sure that any terms we compare during optimisation are consistently defined according to Kolmogorov’s axioms.

5This last statement appears to flatly contradict popular practice.
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However, as Fisher’s intent is to make predictions regarding the number of times that data would be generated,
likelihood is therefore based on a ‘frequentist’ definition of probability (see Tina Memo 2007-008). Provided we take
steps to maintain a quantitative link between data and probability we can do more with the resulting likelihoods.
In particular, we can assess the relative merits of parameter estimates on the basis of absolute quantities. We do
not then need to rely upon an axiomatic definition of probability to believe that a comparison is meaningful. In
this respect it is enough that P(r|6) is consistent with the axioms of probability when considered over all possible
measurements, rather than parameters. Equation (b) is a perfectly good expression of frequentist probability, and
under some circumstances likelihood will be equivalent.

There is no such justification however under a strict Bayesian interpretation, for use of either L or (it would seem)
P(r|0) S.

summary

It seems that if we look at Fisher’s motivation for suggesting likelihood, there is a more general form which relates
directly to probability underlying it. Unfortunately, functions based upon (a) can fall short of the intended goals.
There was however, always enough in the original work to undo these shortcomings, if one knew where to look.

61t is beyond the scope of this document to explain the logical mess anyone will get into if they want to justify Bayesian estimation.
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