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Abstract

This document provides a number of mathematical proofs and derivations used in the development of the TINA medical image segmentation algorithm, but which have not been presented elsewhere.

1 Introduction

The TINA medical image segmentation algorithm is the result of an extensive development programme, described in TINA Memos no 2000-006, 2001-009, 2001-014, 2002-006, 2004-009, 2005-013, 2007-004, 2007-005, 2008-002 and 2008-003, and in several publications [3, 4, 5, 10, 11, 15, 16, 18]. The current algorithm is feature-space based, and uses a unified mathematical framework incorporating both intensity and local intensity gradients to generate a model of the feature-space distributions, which is then fitted to the image data using the EM algorithm [2, 8, 9]. The algorithm is capable of modelling distributions of arbitrary dimensionality, and so can be applied simultaneously to multiple, pre-registered images of the same biological structures.

Modelling of the intensity distributions requires components for both pure tissues and partial volumes. We follow the model first described by Santiago and Gage [13, 14], which is based on three assumptions:

- in the absence of noise and artefact generation processes, each pure tissue has a well-defined signal intensity;
- the image formation process is linear i.e. in partial volume voxels, each tissue contributes proportionately to the intensity of the voxel;
- tissue boundaries are uncorrelated with voxel boundaries.

Under these assumptions, pure tissues produce delta functions in the intensity space, which are convolved with some distribution representing both acquisition noise and any intrinsic variability of the tissue intensity. In the proposed algorithm, this distribution is assumed to be Gaussian, and so each pure tissue \( t \) has a probability density distribution given by

\[
d_{t}(g) = \alpha_{t}e^{-\frac{1}{2}(g-M_{t})^{T}C_{t}^{-1}(g-M_{t})}
\]

where \( M_{t} \) is a vector describing the tissue mean grey-level, \( C_{t} \) is the covariance matrix, and \( \alpha_{t} \) is a constant that provides unit normalisation. The intensity \( g \) of a partial volume voxel is given by

\[
g = \sum_{i=1}^{N_{T}} h_{i}M_{i} + \eta \quad (1)
\]

where \( M_{i} \) is the signal intensity of tissue \( i \), \( h_{i} \) is the volumetric proportion of tissue \( i \) in the voxel such that \( 0 \leq h_{i} \leq 1 \) and

\[
\sum_{i=1}^{N_{T}} h_{i} = 1 \quad (2)
\]

\( N_{T} \) is the number of tissues in the image, and \( \eta \) is some noise distribution. In the case of partial volume voxels containing mixtures of only two pure tissues \( t \) and \( r \), where \( h \) is the volumetric proportion of tissue \( t \),

\[
g = hM_{t} + (1-h)M_{r} + \eta \quad (3)
\]
Therefore, again assuming that the distribution $\eta$ is a Gaussian distribution $N$, the probability density distribution for partial volume voxels is given by

$$d_{tr+rt}(g; h) = N(g - (hM_t + (1 - h)M_r); C_{tr}) \quad (4)$$

and so

$$d_{tr+rt}(g) = \int_0^1 d_{tr+rt}(g; h) dh \quad (5)$$

If it is assumed that, following the assumptions listed above, all values of $h$ are equally probable then the partial volume distribution takes the form of a uniform distribution convolved with a Gaussian. Unfortunately it has no closed form, and thus requires numerical integration.

The proposed algorithm considers only partial voluming between pairs of tissues i.e. triplets or quartets are ignored. In addition, in order to facilitate later volume estimation, each uniform partial volume distribution is decomposed into two complementary triangular distributions $d_{tr}(g)$ and $d_{rt}(g)$, which sum to reproduce the uniform distribution. The order of the subscripts in this notation is significant: $d_{tr}(g)$ represents the contribution of tissue $t$ to the intensity distribution generated by voxels where it is partial volumed with tissue $r$. An example for two well-separated tissues in a 1D intensity space is shown in Fig. 1. In the case of a multi-dimensional intensity space, the model will take the form of a complementary pair of triangular distributions lying along the vector between the pure tissue intensities, convolved with a multi-dimensional Gaussian noise distribution. The covariance matrix of this noise distribution is a function of position along the partial volume vector

$$C_h = hC_t + (1 - h)C_r \quad (6)$$

where $C_t$ and $C_r$ are the covariance matrices of the two pure tissue distributions and $0 < h < 1$ is the fractional distance along the partial volume vector. In order to obtain $h$ the intensity of the partial volume voxel must be projected onto the partial volume vector, using

$$h = \frac{(g - M_t)^T C_h^{-1} (M_r - M_t)}{(M_r - M_t)^T C_h^{-1} (M_r - M_t)} \quad (7)$$

The estimates of $h$ and $C_h$ are therefore inter-dependent and must be obtained using an iterative process. This is initiated assuming $h = 0.5$; $C_h$ is then calculated allowing re-estimation of $h$, and the process is iterated until convergence. Since $C_h$ varies monotonically with $h$ this process is stable and converges rapidly (typically within a few iterations).

If all distance measurements in the intensity space are weighted by the local covariance matrix, then we transform into an approximately variance-normalised (homoscedastic) space in which the covariance matrix of the multi-dimensional Gaussian is the identity matrix i.e. the standard deviation is unity along any of the axes. In this space the partial volume distribution can be decomposed into a product of components along any set of orthogonal axes. Decomposing into two components, one lying parallel to the vector between the pure tissue intensities and one
lying perpendicular to this, we obtain a particularly simple form; the first component is the product of a unit 1D
Gaussian with a triangular distribution, and the second is a multi-dimensional unit Gaussian, so

\[ d_{tr}(g) = \beta_r T_{tr}(h) e^{-\frac{h^2}{2}} \]  

(8)

\( \beta_r \) enforces unit normalisation and \( z \) is the distance through which the partial volume intensity is projected to
reach the vector between the pure tissue intensities

\[ z^2 = (g - M_t)^T C_h^{-1} (g - M_t) - h^2 [(M_r - M_t)^T C_h^{-1} (M_r - M_t)] \]  

(9)

\( T_{tr} \) is the convolution of a triangular distribution normalised to 1/2 (since two complementary triangular distributions
comprise each partial volume distribution) with a Gaussian distribution normalised to 1. The general form
for a triangular distribution with start and end points \( a \) and \( b \), intercept \( c \) and gradient \( k \) is

\[ T_{tr}(x) = - \frac{kx + c}{2} \left[ erf \left( \frac{x - b}{\sigma \sqrt{2}} \right) - erf \left( \frac{x - a}{\sigma \sqrt{2}} \right) \right] - \frac{k \sigma}{\sqrt{2 \pi}} \left[ e^{-\frac{(x-b)^2}{2 \sigma^2}} - e^{-\frac{(x-a)^2}{2 \sigma^2}} \right] \]  

(10)

where \( \sigma \) is the standard deviation of the Gaussian. In the present case, \( \sigma = 1, a = 0, b = \sqrt{(M_r - M_t)^T C_h^{-1} (M_r - M_t)} \)

(11)

and \( k \) and \( c \) are obtained trivially from \( b \) and the normalisation.

We now go on to derive or prove five important results: Eqs. 6, 7, 9, 10 and 11.

2 Equation 6: Interpolating the Covariance Matrix of Partial Volume Voxels

Under the linear image formation assumption adopted here (and by the majority of other authors working in the
field), the intensity \( g \) of a partial volume voxel is given by a linear combination of the intensities of the pure tissues
it contains, weighted by their volumetric proportions

\[ g = hM_t + (1 - h)M_r \]  

(12)

Some noise distribution must now be applied to this, and several different approaches are adopted in the literature.
The simplest case is to assume that all noise is acquisition noise, in which case uniform Gaussian (or other) noise
can be added after partial voluming. More complex approaches assume that the noise may be tissue dependent
i.e. each pure tissue has some intrinsic intensity variability that is added to the signal prior to partial voluming.
The latter approach is adopted in the proposed algorithm. Note that, since the sum of two Gaussians is itself a
Gaussian (see the following derivation), the tissue-dependent noise distribution trivially incorporates acquisition
noise.

There is considerable disagreement in the literature over the correct equation for the covariance matrix of a partial
volume intensity given the covariance matrices of the pure tissue intensities in the tissue-dependent noise case. Using
the 1D case for simplicity, and considering a partial volume vector containing a volumetric proportion \( h \) of
pure tissue \( t \) with mean intensity \( M_t \) and standard deviation \( \sigma_t \), and a volumetric proportion \( 1 - h \) of pure tissue
\( r \) with mean intensity \( M_r \) and standard deviation \( \sigma_r \), [14] and [1] state that the standard deviation of the partial
volume intensity is

\[ \sigma_h^2 = h \sigma_t^2 + (1 - h) \sigma_r^2 \]

However, [6], [12] and [17] state that the standard deviation of the partial volume intensity is

\[ \sigma_h^2 = h^2 \sigma_t^2 + (1 - h)^2 \sigma_r^2 \]

([7] also state this result but do not use it). In this section we explain the origin of this controversy and demonstrate
that the first form i.e. that originally quoted by [14] is correct, and that the second form leads to inconsistent results.

Treating the noise as tissue dependent, Eq. 12 becomes a linear combination of two Gaussians. The simplest
derivation of the result relies on the moment generating function; for a random variable \( x \) with a probability
density function \( p(x) \), this is given by

\[ \epsilon(t) = \langle e^{tx} \rangle = \int_{-\infty}^{\infty} e^{tx} p(x) dx = 1 + tc_1 + \frac{t^2}{2!} c_2 + ... \]
where \( \epsilon'_i \) is the \( r \)th raw moment of the PDF. Note that, for independent \( X \) and \( Y \), the moment generating function satisfies
\[
\epsilon_{x+y}(t) = \epsilon(t^{x+y}) = \epsilon(t^x) \epsilon(t^y) = \epsilon_x(t) \epsilon_y(t)
\]
So, for a weighted sum of \( N_T \) independent variables,
\[
y = \sum_{i=1}^{N_T} h_i x_i
\]
\[
\epsilon(t) = \epsilon(t \sum_{i=1}^{N_T} h_i x_i) = \epsilon(t^{h_i x_i} e^{h_i x_i} e^{(th_i x_i)}) = \prod_{i=1}^{N_T} \epsilon(t^{h_i x_i})
\]
The moment generating function of a normal distribution is given by
\[
\int_{-\infty}^{\infty} \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(x-\mu)^2}{2\sigma^2}} dx = e^{\mu t + \frac{\sigma^2 t^2}{2}}
\] (13)
giving
\[
\epsilon(t) = \prod_{i=1}^{N_T} \epsilon(t^{h_i x_i}) = \prod_{i=1}^{N_T} e^{\mu_h t_i + \frac{\sigma_i^2 t_i^2}{2}}
\] (14)
Comparing Eqs. 13 and 14 shows that the weighted linear combination of several Gaussian distributions with means \( \mu_i \) and standard deviations \( \sigma_i \) is itself a Gaussian distribution with mean
\[
\mu_{\text{sum}} = \sum_{i=1}^{N_T} h_i \mu_i
\]
and standard deviation
\[
\sigma_{\text{sum}}^2 = \sum_{i=1}^{N_T} h_i^2 \sigma_i^2
\] (15)
Returning to the consideration of the partial volume voxel described above, it is tempting to substitute the pure tissue standard deviations \( \sigma_t \) and \( \sigma_r \) (or equivalently \( C_t \) and \( C_r \)) directly into this equation to obtain
\[
\sigma_h^2 = h^2 \sigma_t^2 + (1-h)^2 \sigma_r^2
\]
However, consider applying this to the case of a pure tissue voxel treated as consisting of 50% tissue \( t \) with standard deviation \( \sigma_t \) and another 50% of the same pure tissue \( t \). We should expect to obtain the result that \( \sigma_h = \sigma_t \), but instead we obtain
\[
\sigma_h^2 = 0.5^2 \sigma_t^2 + 0.5^2 \sigma_r^2 = \frac{\sigma_t^2}{2} \Rightarrow \sigma_h = \frac{\sigma_t}{\sqrt{2}}
\] (16)
which is clearly erroneous. The error arises because no consideration was made of the sampling process intrinsic to the signal generation process. The signal from an MR voxel is the average of the signal generated by all of the tissue within that voxel i.e. all of the magnetised spins. In the notation used here, \( \sigma_t \) and \( \sigma_r \) represent the noise on the signal from one voxel of pure tissues \( t \) and \( r \) respectively; let the number of spins in such voxels be given by \( N_{vs} \). \( \sigma_t \) and \( \sigma_r \) are the standard deviations of a sample of \( N_{vs} \) spins drawn from an infinite population, and so relate to the standard deviation of the populations \( \sigma_{t,pop} \) and \( \sigma_{r,pop} \) by
\[
\sigma_t = \frac{\sigma_{t,pop}}{\sqrt{N_{vs}}} \quad \text{and} \quad \sigma_r = \frac{\sigma_{r,pop}}{\sqrt{N_{vs}}}
\]
In a partial volume voxel we have a smaller sample of \( N_h \) spins from pure tissue \( t \) and \( N_{(1-h)} \) spins from pure tissue \( r \), where
\[
h = \frac{N_h}{N_{vs}} \quad \text{and} \quad 1-h = \frac{N_{(1-h)}}{N_{vs}}
\]
and so the standard deviations \( \sigma_{th} \) and \( \sigma_{r(1-h)} \) on the samples of each pure tissue within the partial volume voxel are given by
\[
\sigma_{th} = \frac{\sigma_{t,pop}}{\sqrt{N_h}} \quad \text{and} \quad \sigma_{r(1-h)} = \frac{\sigma_{r,pop}}{\sqrt{N_{(1-h)}}}
\]
Therefore,
\[
\sigma_{th} = \frac{\sigma_t}{\sqrt{h}} \quad \text{and} \quad \sigma_{r(1-h)} = \frac{\sigma_r}{\sqrt{1-h}}
\]
Figure 2: Projection of the intensity $g$ of a partial volume voxel onto the vector between pure tissues with intensities $M_t$ and $M_r$.

Substituting $\sigma_{th}$ and $\sigma_{r(1-h)}$ into Eq. 15 gives

$$\sigma_h^2 = h\sigma_t^2 + (1-h)\sigma_r^2$$

Applying this equation to a pure tissue voxel treated as a partial volume combination of the same tissues gives

$$\sigma_h^2 = 0.5\sigma_t^2 + 0.5\sigma_r^2 = \sigma_t^2$$

i.e. $\sigma_h = \sigma_t$ which is the correct solution. The multi-dimensional equivalent is therefore

$$C_h = hC_t + (1-h)C_r$$

3 Equations 7, 9 and 11: Projecting Partial Volume Voxels in Intensity Space

In one-dimensional intensity space, the noise on the partial volume voxels can only move the voxel intensity along the vector between the pure tissue intensities. However, in multi-dimensional intensity spaces, the noise can move the intensity off of this vector as well as along it. The situation is shown in Fig. 2. We need to find the position along the vector in order to calculate the mixing proportion $h$, and so we need to find the projection of the intensity back onto the vector.

Consider first the case of an equal-variance (homoscedastic) intensity space i.e. an intensity space in which the covariance matrix of the data is equal and circular at all points, and so does not need to be taken into account in order to perform the projection. The points $g$, $M_t$ and $M_r$ represent vectors in this space. Let $k = g - M_t$ and $l = M_r - M_t$ (17)

Let the projection of $k$ onto $l$ i.e. the vector from $M_t$ to $g_h$ be called $m$. The aim is to find

$$h = \frac{|m|}{|l|}$$

(18)

The dot product between $k$ and $l$ is

$$k.l = |k||l|\cos A$$

(19)

and, since $g$, $g_h$ and $M_t$ form a right-angled triangle,

$$|k|\cos A = |m|$$

(20)

1The homoscedastic space considered here is a variance-normalised transform of the heteroscedastic space encountered in practical image segmentation problems. In order to highlight the difference, we introduce at this point a clarification of the notation used in the main paper and in Section 1 of this document, such that vectors with the prime symbol represent those in the heteroscedastic space i.e. intensities measured from the images in the general case, and vectors without the prime symbol represent their equivalents in the homoscedastic i.e. variance-normalised space.
so
\[ k \cdot l = |m||l| \] (21)

The dot product of \( l \) with itself gives the square of the magnitude of \( l \)
\[ l \cdot l = |l|^2 \] (22)

so
\[ \frac{k \cdot l}{l \cdot l} = \frac{|m||l|}{|l|^2} = \frac{|m|}{|l|} = h \] (23)

and so
\[ h = \frac{(g - M_r)(M_r - M_t)}{(M_r - M_t)(M_r - M_t)} \] (24)

Now consider the more general case in which the space is not homoscedastic. We wish to find the most probable projection of the partial volume intensity onto the vector between the pure tissue intensities rather than just the normal projection i.e. the point from which it is most probable that the particular partial volume intensity could have originated. The simplest way to do this is to transform into a homoscedastic space i.e. to weight the projection of the partial volume intensity onto the vector between the pure tissue intensities rather than just the distance metric with the covariance matrix. \( C_h \) is a positive semi-definite matrix (since by definition variances and covariances must be real and lie in the range 0 to 1), and so must have an eigenvector decomposition. So, if \( E \) is the matrix of eigenvectors,
\[ C_h E = ED \] (25)

where \( D \) is a diagonal matrix whose diagonal elements are the variances in the rotated space. The aim is to rotate into this space, and then divide by the square-root of the matrix \( D \) i.e. normalise distances along each axis of the space using the standard deviation along the axis. Let \( k, l \) and \( m \) represent vectors in the homoscedastic space as above, and \( k', l' \) and \( m' \) represent the equivalent vectors in the heteroscedastic space. Multiplying the vectors in the heteroscedastic space by the matrix of eigenvectors rotates them into the new space, and dividing by the square-root of the matrix \( D \) normalises them, so
\[ k = k'^T ED^{-1/2} \quad \text{and} \quad l = l'^T ED^{-1/2} \quad \text{and} \quad m = m'^T ED^{-1/2} \]

Therefore
\[ h = \frac{k \cdot l}{l \cdot l} = \frac{k'^T ED^{-1/2} l'^T ED^{-1/2}}{l'^T ED^{-1/2} l'^T ED^{-1/2}} \] (26)

However,
\[ C_h = EDE^{-1} \quad \text{so} \quad C_h^{-1} = ED^{-1}E^{-1} \] (27)

and, since \( D \) is by definition an orthogonal matrix, its inverse is equal to its transpose, and so the term
\[ ED^{-1}E^T = ED^{-1}E^{-1} = C_h^{-1} \] (28)

and so
\[ h = \frac{(g' - M_t')^T C_h^{-1} (M_r' - M_t')}{(M_r' - M_t')^T C_h^{-1} (M_r' - M_t')} \] (29)

where \( g', M_t' \) and \( M_r' \) represent intensities in the heteroscedastic space i.e. the intensities measured from the images in the general case.

We also need to obtain the length of the partial volume vector \( |M_r - M_t| \) (Eq. 11) and the distance through which the partial volume intensity is projected \( |g_h - g| \) (Eq. 9) in the homoscedastic space; let the latter be called \( |n| \). The first of these is the length of \( l \) and is trivial to obtain from the dot product of the vector with itself
\[ |l| = \sqrt{l \cdot l} = \sqrt{(M_r - M_t)^T C_h^{-1} (M_r - M_t)} \]

The second can be obtained by observing that, in the homoscedastic space, the vectors \( n, m \) and \( k \) form a right-angled triangle in which \( k \) is the hypotenuse, and that \( |m| = h|l| \)
\[ |n| = \sqrt{[(g' - M_t')^T C_h^{-1} (g' - M_t')] - h^2[(M_r' - M_t')^T C_h^{-1} (M_r' - M_t')] } \]
4 Equation 10: Convolution of a Gaussian Distribution with a Triangular Distribution

Let \( a \) and \( b \) represent the non-zero range of a triangular distribution, \( c \) its intercept and \( k \) its gradient, as shown in Fig. 3. Let \( \sigma \) represent the standard deviation of the normal distribution. The triangular distribution can then be written as

\[
kx + c \tag{30}
\]

and the normal distribution as

\[
\frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{t^2}{2\sigma^2}} \tag{31}
\]

The convolution of the two distributions is then given by

\[
\int_{a}^{b} (kt + c) \frac{1}{\sqrt{2\pi\sigma}} e^{-\frac{(t-x)^2}{2\sigma^2}} \, dt \tag{32}
\]

where the limits \( a \) and \( b \) can be imposed on the integral since this is the non-zero range of the triangular distribution. Integrating by parts (letting the triangular term be the term to be differentiated and the normal distribution be the term to be integrated) gives

\[
\frac{kt + c}{2} \left[ \text{erf} \left( \frac{t-x}{\sqrt{2\sigma}} \right) \right]_{a}^{b} - \int_{a}^{b} \frac{k}{2} \frac{t-x}{\sqrt{2\sigma}} \text{erf} \left( \frac{t-x}{\sqrt{2\sigma}} \right) \, dt \tag{33}
\]

The integral of the erf function is given by

\[
\int \text{erf}(u) \, du = u \text{erf}(u) + \frac{e^{-u^2}}{\sqrt{\pi}} \tag{34}
\]

Therefore,

\[
\frac{kt + c}{2} \left[ \text{erf} \left( \frac{t-x}{\sqrt{2\sigma}} \right) \right]_{a}^{b} - \frac{k\sigma}{\sqrt{2}} \left[ \frac{t-x}{\sqrt{2\sigma}} \text{erf} \left( \frac{t-x}{\sqrt{2\sigma}} \right) + \frac{1}{\sqrt{\pi}} e^{-\frac{(t-x)^2}{2\sigma^2}} \right]_{a}^{b} \tag{35}
\]

Evaluating the limits and rearranging gives

\[
-\frac{kx + c}{2} \left[ \text{erf} \left( \frac{x-b}{\sqrt{2\sigma}} \right) - \text{erf} \left( \frac{x-a}{\sqrt{2\sigma}} \right) \right] - \frac{k\sigma}{\sqrt{2\pi}} \left[ e^{-\frac{(x-b)^2}{2\sigma^2}} - e^{-\frac{(x-a)^2}{2\sigma^2}} \right] \tag{36}
\]
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