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Abstract

The conventional method for estimation of parameter covariances, following a model fitting procedure, involves an analytical estimate of the second derivatives. This makes use of the minimum variance (or Kramer-Rao) bound. We present an approach based upon direct inspection of the behaviour of the cost function around the minima. The new approach is not only more convenient, but also provides a better approximation to the average behaviour of the cost function, whilst supporting useful tests of cost function behaviour. A test for asymmetry can indicate poor cost function construction and poor parameter specification. Elimination of these problems can lead to better optimisation and to more appropriate covariances. In general therefore, numerical estimation of covariances can result in both better software and algorithm design methodology.

1 The Motivation for a Numerical Estimation of Covariances

The purpose of many software algorithms is the estimation of parameters and the best algorithms are designed using statistical principles. Generally, we can relate the information available in data $s_1$, to the information we desire $s_2$, using the probability $P(s_2|s_1)$ or something monotonically related to it. The most common approach is to use Likelihood; many algorithms are based around the optimisation of a Likelihood-based cost function, using one of a number of optimisation routines.

A meaningful solution which minimises the cost function represents the optimal solution. A necessary condition for locating the optima of the cost function is that both the cost function and the feasible region are convex [9] in the optimisation problem. Most methods for locating the optimum in fact erroneously locate local optima, as opposed to the global optima. Discontinuous cost functions are particularly susceptible to this problem, where there may be several local optima. It is therefore always important to try to ensure that cost functions do not have numerical problems, which generate unnecessary discontinuities.

Although a cost function can be optimised using brute-force methods (testing every possible combination of parameter, and subsequently choosing the optimal set), generally it is much more efficient to use a search process. Search processes are more efficient when we can assume some properties of the underlying cost function. General cost functions can exhibit a range of behaviours, generating a consequent range of problems for optimisation algorithms. In order of difficulty, valid cost functions (i.e. those based appropriately on probability theory) can be: smooth, differentially discontinuous, noisy or even stochastic (i.e. non-deterministic). An approximately quadratic function might be considered the simplest and can be optimised using a number of efficient methods, generally involving the need to compute the derivatives of the cost function with respect to each parameter. One category of approach is referred to as ‘quasi-Newton’, and includes methods which iterate towards a solution utilising a series of matrix inverses or linear searches. Specific algorithms include methods such as Levenberg-Marquadt [1] and conjugate gradient [2,3].

Though there are slight differences in numerical stability, most common optimisation schemes are well-enough understood to be used to locate a reliable solution when the cost function is smooth and continuous. Provided that any choice of algorithm ultimately converges on the same optimal solution, then its statistical characteristics must be the same, irrespective of optimisation method. Therefore, the properties of the parametric solution (for example, estimation error and correlations) are dictated by the underlying probability theory, and not by the algorithm used to find it, despite often strong contrary opinions of developers (evaluations often show indistinguishable performance for competing approaches [4,5]). Choice of algorithm therefore, normally depend upon other issues, for example, robustness to local optima, computational efficiency, ease of application and auxiliary factors, such as the provision of parameter covariances. Parameter covariances are particularly important for scientific applications, where we need to use the parameters in hypothesis tests, or to combine them with other such estimates.

Quasi-Newton approaches are often selected due to good efficiency, but also provide easy access to parameter covariances (the required second derivatives being computed as part of the optimisation algorithm). To achieve this efficiency, however, they rely on a cost function which is quadratic in the region of the minimum. Nevertheless, in the context of basic research, we often do not know the behaviour of a novel Likelihood function; the requirement of an approximate quadratic behaviour of the cost function is something which one cannot simply expect. We
will generally be interested in proving that there is sufficient information in a data-set to estimate a number of parameters. Under these circumstances, it is often sensible to start by using a slower, but more robust, search-based approach, such as the downhill simplex algorithm of Neelder and Meade [6]. It is more robust, specifically, because it does not assume anything regarding the general behaviour of the cost function, and even works well with numerically-unstable, discontinuous or noisy cost functions, having quite good tolerance to local optima.

Simplex is more convenient than most other approaches for getting something working quickly, as it requires only the construction of the cost function, which is used to assess specific parameter choices. Importantly, the derivatives are not needed, and this gives a significant advantage when developing software. In a research context, computing numerous derivatives correctly, and with appropriate numerical stability for a novel form of a Likelihood function, can take many weeks of effort, even for a programmer with numerical analysis experience. If we want to ensure that the method has been implemented properly, and will work reliably on large numbers of datasets, new software generally needs to be tested. Analytic derivative calculations should be numerically tested using finite differences in order to identify, not only mathematical/programming errors, but any numerical imprecision arising due to rounding error. Furthermore, for many optimisation tasks, computational efficiency (particularly on modern machines) is not a huge issue, and the simplex solution is good enough. It is therefore most unfortunate that having implemented a cost function, and having been able to get parameter estimates working quickly (often in a few hours), we then find that we still need the derivatives of the cost function in order to obtain the parameter covariances needed for science.

What is required is a numerical approach for estimating parameter covariances, which is also consistent with the way that derivatives are tested, so that implementations of analytical expressions can be evaluated more efficiently, or avoided altogether. However, if we are developing a numerical method for the estimation of parameter covariances based entirely upon the cost function, then there is another issue which we need to take into account.

### 1.1 Equal Variance Parameter Spaces (Homoscedasticity)

When building parametric models, we have considerable choice in how we define the parameters. In particular, any parameter can be equivalently represented mathematically by any monotonic mapping function \( a' = f(a) \); for example \( x = ax^b \) is mathematically identical to \( x = ax^{\frac{b}{2}} \). We would normally choose a parameter definition consistent with a familiar quantity. For example, in physics, we would not normally use the fourth root of mass \((m^\frac{1}{4})\), rather than simply mass \((m)\). If we look in conventional statistical texts, for information regarding the selection of model parameters for use in maximum Likelihood, the general view is that such changes in parameter definitions are irrelevant.

Likelihood, and therefore the location of the maximum, is invariant to re-parametrisation. However, whilst this is true of the optimal parameter values, it is not quite true of the behaviour of the cost function around this optima, and therefore the parameter covariances. Parameter covariances are nothing more than a second-order (quadratic) approximation to the the cost function. A poor choice of parameter definition (with non-quadratic minima) will lead to sub-optimal approximation. Typically, poor descriptions of estimation uncertainty and poor statistical efficiency will result when we use these parameters and covariances for scientific tasks.

For a pure quadratic cost function, the second derivative of the function is invariant, i.e. the Fisher information and therefore the expected minimum variance bound (MVB) are uniform (homoscedasticity). The cost function will be symmetrical around the optimal value. For non-quadratic cost functions, the second derivative varies across parameter space; consequently the Fisher information will vary, as will the MVB (heteroscedasticity). Furthermore, provided that the dominant variation from quadratic behaviour is due to the next third order term in the Taylor expansion, then the function will not be symmetrical around the optima.

Although the MVB is generally defined in terms of the expectation of the second derivative (taking into account the uncertainties in the measurement), analytic computational approaches for determination of parameter covariances are based only on the second derivatives of the cost function at the optima. This calculation is exact for quadratic cost functions but provides no information regarding higher-order behaviour. In contrast, a finite difference based numerical approach provides the opportunity to test for asymmetry directly, thereby allowing us to evaluate our choice of parametrisation, and to modify it, if required. However, as for the MVB, this calculation needs to take appropriate account of the expected range of uncertainty. Provided that the general asymmetric behaviour is consistent between data-sets, non-linear mappings of the parameters can be used in the same way as is often done for measured data (for example, Anscombe transformations [7,8]), in order to improve general statistical efficiency. This will be discussed further below.
1.2 Numerical Calculation of the Covariance Matrix

For many uses, errors do not have to be estimated precisely, but statistical efficiency is improved if they are. The parameter error covariance is related to the second derivative of the corresponding log Likelihood via the MVB. The common procedure of using the second derivative evaluated at the optima, is unreliable for noisy (stochastic) and discontinuous cost functions, or in circumstances where poor selection of fit parameters leads to non-quadratic behaviour. However, direct inspection of the behaviour of the original cost function can tell us about both parameter uncertainty and its suitability. In the method described below, parameters are adjusted to step around the cost function minimum, in order to establish the quadratic behaviour, over a range similar to one standard deviation of the parameter error (this is the range over which we prefer the covariance to be accurate).

The use of Likelihood involves construction of the probability of observing the data \( d \) given the assumed model and parameters \( x \), specifically \( P(d|x) \). Consider calculation of a suitable log Likelihood function, for example a \( \chi^2 \) value (i.e. \( -2 \log[P(d|x)] \)). We can approximate the original function to second-order using the difference vector \( \Delta x \) and its transpose, along with the inverse covariance matrix \( C^{-1} \),

\[
\chi^2 = \chi^2_0 + \Delta x^T C^{-1} \Delta x + \text{h.o.t.}
\]  

(1)

The difference between the \( \chi^2 \) value and the value about \( \chi^2_0 \) is given by,

\[
\Delta x^T C^{-1} \Delta x \approx \chi^2 - \chi^2_0
\]  

(2)

In terms of matrix elements, the above can be used to evaluate the expected change in the original cost function, due to a change in the estimated parameters. For example, for a 2D system \( (x = (x, y)) \), we can define the parameter change \( \Delta x \) and write,

\[
\begin{bmatrix} \Delta x \\ 0 \end{bmatrix}^T \begin{bmatrix} \alpha_{xx} & \alpha_{xy} \\ \alpha_{xy} & \alpha_{yy} \end{bmatrix} \begin{bmatrix} \Delta x \\ 0 \end{bmatrix} = \Delta x^2 \alpha_{xx}
\]  

(3)

If the difference between the \( \chi^2 \) value and the value about \( \chi^2_0 \) is unity, then,

\[
\chi^2 - \chi^2_0 = 1 \Rightarrow 1 = \Delta x^2 \alpha_{xx}
\]  

(4)

i.e.,

\[
\Delta x^2 = \frac{1}{\alpha_{xx}}
\]  

(5)

Similarly,

\[
\Delta y^2 = \frac{1}{\alpha_{yy}}
\]  

(6)

Equns. (5) and (6) thus provide the means for calculating the diagonal terms of the inverse covariance matrix. The values of \( \Delta x \) and \( \Delta y \) are adjusted until they generate a change in 1 of the \( \chi^2 \) (see the code detailed in Appendix A).

As we have two possible signs for \( \Delta x \), we can make two independent estimates and use these to test the symmetry of the minimum \( ((\Delta x_+ - \Delta x_-)/(\Delta x_+ + \Delta x_-)) \). Now, suppose that we wish to calculate the non-diagonal terms of the inverse covariance matrix, i.e. \( \alpha_{xy} \). Let,

\[
z = \chi^2(\Delta x, \Delta y) - \chi^2_0
\]  

(7)

Expanding (7) gives,

\[
\chi^2(\Delta x, \Delta y) - \chi^2_0 = \Delta x^2 \alpha_{xx} + \Delta x \Delta y \alpha_{xy} + \Delta x \Delta y \alpha_{xy} + \Delta y^2 \alpha_{yy}
\]  

(8)

From (5) and (6), \( \Delta x^2 \alpha_{xx} = 1 \) and \( \Delta y^2 \alpha_{yy} = 1 \). Substituting 1 into (8) for both \( \Delta x^2 \alpha_{xx} \) and \( \Delta y^2 \alpha_{yy} \), gives,

\[
\chi^2(\Delta x, \Delta y) - \chi^2_0 = 2 + 2\Delta x \Delta y \alpha_{xy}
\]  

(9)

Substituting (9) into (7) for \( \chi^2(\Delta x, \Delta y) - \chi^2_0 \), gives,

\[
z = 2 + 2\Delta x \Delta y \alpha_{xy}
\]  

(10)

Thus,

\[
\alpha_{xy} = \frac{z - 2}{2\Delta x \Delta y}
\]  

(11)
Although this process is derived specifically for a 2D system, we can equally apply these calculations to elements of a covariance for any number of parameters, so this can be seen as a general approach to numerical estimation of the inverse covariance (see code detailed in Appendix B).

In order to test this approach, we have taken three current projects within our Group which require the estimation of parameter covariances, and investigated the reliability of the information determined. In particular, we are interested in the level of agreement between numerical and analytic approaches, and the reliability and nature of asymmetries seen in $\Delta x$.

## 2 Tests of Numerical Covariances

### 2.1 Covariances for Error Models

In previous work, we used a power-law model to approximate general noise models. The expected error (standard deviation) on measurement $x$ is modelled as

$$
\epsilon_x = ax^b
$$

For the case of mass spectra, we wish to confirm that data in the signal peaks have Poisson-like measurement noise. A Bland-Altman plot is a scatter-plot of individual values of the data vector, versus the fitted residual of that data-point. A noise data vector $\epsilon_x$ exhibiting a Poisson-like characteristic will possess an error function with a power-law function s.t. $b \approx \frac{1}{2}$. That is, the statistical error is proportional to the square root of the value of that data-point. A typical Bland-Altman plot for several hundred repeat measurements of peaks from mass spectra ($(x_1[j] + x_2[j])/2$ vs $R_{12[j]} = x_1[j] - x_2[j]$) are shown in Fig. 1. Data-points with value less than the observed level of background noise (in this case 50), are purposely excluded from the population sample space, since these do not possess the same noise characteristics as the signal which we are interested in (see [10] for details).

A log-Likelihood cost function [1] can be minimised, in order to fit reproducibility data for $J$ pairs of samples $x[j]$ to an error model,

$$
-logL = \sum_{j=1}^{J} \left[ \frac{1}{2} \left( \frac{R_{12[j]}}{\epsilon_{R_{12[j]}}} \right)^2 + \log \left( \sqrt{2\pi\epsilon_{R_{12[j]}}} \right) \right]
$$

(12)

$R_{12[j]}/\epsilon_{R_{12}}$ represents a Pull distribution with unit standard deviation. Behaviour of the cost function around the optimal parameters is shown in Figure 2; the asymmetry is $\Delta_- = 0.423500$ and $\Delta_+ = 0.398967$ about the

Figure 1: A Bland-Altman plot of repeat measurement differences against the average value of the data-point. Final values of the fitting parameters were $a=9.482800 \pm 1.678087$, and $b=0.465157 \pm 0.027671$. The value of the index $b$ is equal to that of a square-root function (to within 3 s.d.), representing a test for Poisson-like data.

A log-Likelihood cost function [1] can be minimised, in order to fit reproducibility data for $J$ pairs of samples $x[j]$ to an error model,

$$
-logL = \sum_{j=1}^{J} \left[ \frac{1}{2} \left( \frac{R_{12[j]}}{\epsilon_{R_{12[j]}}} \right)^2 + \log \left( \sqrt{2\pi\epsilon_{R_{12[j]}}} \right) \right]
$$

(12)

$R_{12[j]}/\epsilon_{R_{12}}$ represents a Pull distribution with unit standard deviation. Behaviour of the cost function around the optimal parameters is shown in Figure 2; the asymmetry is $\Delta_- = 0.423500$ and $\Delta_+ = 0.398967$ about the
minimum. This observed skewing of the cost function can be removed by fitting instead with the mathematically equivalent function,

\[ \epsilon_x = ax^{\frac{1}{2}} \]

For this model, the asymmetry is reduced to \( \Delta^- = 0.013870 \) and \( \Delta^+ = 0.013760 \), i.e. the asymmetry becomes negligible. This is therefore a better parameterisation of the model.

Figure 2: Plot of the cost function. The skew of the quadratic function is typical of a cost function in heteroscedastic space. The minimum of the quadratic function represents the converged value of the cost function.

### 2.2 Covariances for Linear Poisson Model weighting factors: Q

Linear Poisson models (LPM) describe histogram data as linear combinations of conditional probability functions, \( P(X|k) \), and weighting factors \( Q_k \), thus,

\[ H_X \approx M_X = \sum_k P(X|k)Q_k \tag{13} \]

\( H \) represents a histogram; \( X \) a histogram bin; \( M \) the model of the histogram; and \( Q \) the quantity of component \( k \) in the model. LPM parameters are estimated using expectation maximisation (EM), which implicitly maximises the following extended maximum Likelihood (EML),

\[ \ln L = \sum_X \ln \left[ \sum_k P(X|k)Q_k \right] H_X - \sum_k Q_k \tag{14} \]

The statistical repeatability with which the \( Q \) terms are computed can be estimated using several methods. Three methods used herein include error propagation applied to the EM algorithm; using the MVB to analytically inspect the EML cost function shape; and numerically inspecting the EML cost function shape (see Section 2.1) [11,12].

As a test of the numerical covariance estimation process, Monte-Carlo data were generated for histograms comprised of two overlapping Gaussian distributions. An LPM analysis was then applied to build an ICA model of the generators and used to estimate their quantities.

For the first method (error propagation), the EM algorithm was applied to estimate LPM weighting parameters before error propagation was applied to the EM algorithm, in order to give statistical error estimates. For the second method (error propagation using the MVB), the EM algorithm was applied to estimate parameters, then the MVB was applied to the EML function, thus giving statistical error estimates. For the final method (numerical errors), the EML function (\( -2 \ln L \)) was optimised directly using the Simplex algorithm, then the numerical method was applied to inspect the shape of the EML function. Table 1 summarises the results. Note the close agreement between all error estimation methods, typically to within 1%.
Table 1: The table shows estimated parameter errors. From left to right, these are computed using error propagation (analytically), the MVB (analytically) and numerically, respectively. Note the close agreement between methods, typically to within less than 1% of each other.

<table>
<thead>
<tr>
<th>Error Prop σ</th>
<th>MBV σ</th>
<th>Numerical σ</th>
<th>Error Prop σ</th>
<th>MBV σ</th>
<th>Numerical σ</th>
</tr>
</thead>
<tbody>
<tr>
<td>88.371</td>
<td>91.021</td>
<td>87.846</td>
<td>89.332</td>
<td>89.793</td>
<td>88.700</td>
</tr>
<tr>
<td>90.598</td>
<td>89.518</td>
<td>91.202</td>
<td>91.131</td>
<td>88.288</td>
<td>91.877</td>
</tr>
<tr>
<td>140.508</td>
<td>140.010</td>
<td>140.454</td>
<td>140.873</td>
<td>140.417</td>
<td>140.644</td>
</tr>
<tr>
<td>153.258</td>
<td>152.818</td>
<td>153.082</td>
<td>155.193</td>
<td>154.228</td>
<td>154.620</td>
</tr>
<tr>
<td>160.302</td>
<td>159.651</td>
<td>160.185</td>
<td>161.131</td>
<td>160.144</td>
<td>160.444</td>
</tr>
<tr>
<td>169.832</td>
<td>169.712</td>
<td>169.557</td>
<td>172.618</td>
<td>173.587</td>
<td>172.641</td>
</tr>
<tr>
<td>173.764</td>
<td>174.690</td>
<td>173.792</td>
<td>175.974</td>
<td>171.542</td>
<td>171.946</td>
</tr>
<tr>
<td>185.043</td>
<td>184.383</td>
<td>184.259</td>
<td>185.713</td>
<td>185.708</td>
<td>185.604</td>
</tr>
<tr>
<td>196.759</td>
<td>196.065</td>
<td>196.740</td>
<td>196.908</td>
<td>195.611</td>
<td>196.748</td>
</tr>
<tr>
<td>197.147</td>
<td>195.484</td>
<td>196.318</td>
<td>197.169</td>
<td>196.741</td>
<td>197.081</td>
</tr>
<tr>
<td>197.395</td>
<td>196.346</td>
<td>197.019</td>
<td>197.443</td>
<td>198.073</td>
<td>197.448</td>
</tr>
<tr>
<td>201.735</td>
<td>201.863</td>
<td>201.427</td>
<td>202.780</td>
<td>200.128</td>
<td>200.656</td>
</tr>
<tr>
<td>204.156</td>
<td>204.759</td>
<td>203.942</td>
<td>204.358</td>
<td>204.627</td>
<td>204.279</td>
</tr>
<tr>
<td>211.870</td>
<td>212.292</td>
<td>211.857</td>
<td>212.216</td>
<td>212.353</td>
<td>212.115</td>
</tr>
<tr>
<td>212.330</td>
<td>212.402</td>
<td>211.962</td>
<td>212.531</td>
<td>212.221</td>
<td>212.393</td>
</tr>
<tr>
<td>212.816</td>
<td>212.618</td>
<td>212.647</td>
<td>212.925</td>
<td>212.513</td>
<td>212.622</td>
</tr>
<tr>
<td>218.891</td>
<td>218.974</td>
<td>218.658</td>
<td>220.245</td>
<td>218.965</td>
<td>218.993</td>
</tr>
<tr>
<td>224.632</td>
<td>224.207</td>
<td>224.313</td>
<td>224.705</td>
<td>224.435</td>
<td>224.556</td>
</tr>
<tr>
<td>230.952</td>
<td>230.070</td>
<td>230.829</td>
<td>231.630</td>
<td>230.322</td>
<td>229.104</td>
</tr>
<tr>
<td>233.463</td>
<td>233.740</td>
<td>233.439</td>
<td>233.981</td>
<td>234.170</td>
<td>233.908</td>
</tr>
<tr>
<td>234.020</td>
<td>233.610</td>
<td>233.932</td>
<td>234.660</td>
<td>234.594</td>
<td>234.560</td>
</tr>
<tr>
<td>234.838</td>
<td>233.157</td>
<td>234.511</td>
<td>234.981</td>
<td>234.310</td>
<td>234.066</td>
</tr>
<tr>
<td>234.996</td>
<td>234.954</td>
<td>234.888</td>
<td>235.395</td>
<td>234.478</td>
<td>234.200</td>
</tr>
<tr>
<td>236.175</td>
<td>235.822</td>
<td>235.636</td>
<td>236.402</td>
<td>235.589</td>
<td>235.645</td>
</tr>
<tr>
<td>253.400</td>
<td>253.266</td>
<td>253.088</td>
<td>253.404</td>
<td>253.229</td>
<td>253.373</td>
</tr>
<tr>
<td>266.851</td>
<td>266.435</td>
<td>266.584</td>
<td>267.014</td>
<td>266.267</td>
<td>266.747</td>
</tr>
<tr>
<td>275.996</td>
<td>274.892</td>
<td>275.500</td>
<td>281.637</td>
<td>275.017</td>
<td>274.595</td>
</tr>
</tbody>
</table>

2.3 Estimating Parameter Covariances for Pharmokinetic Models

Figure 3: Distribution of the contrast agent (black dots) within a voxel. The blood plasma, which flows across the arterial vessel, contains the greatest concentration of the contrast agent (\(C_p\)), whilst a fraction is transferred into the EES (\(C_e\)) according to the contrast agent permeability. The contrast agent does not enter the intracellular space \(v_i\) [15].

Dynamic contrast-enhanced MRI (DCE-MRI) is increasingly being used in the study of tumour physiology and in patient follow-up, as it is easily performed in most MR scanners. The quantification of the physiological parameters
is performed using kinetic modelling. In tumours where the blood brain barrier is disrupted, the contrast agent leaks into the extravascular extracellular space (EES) (see Figure 3). This space is characterised by the fractional volume $v_e$. By solving the differential equation for a one compartment model, one obtains the Tofts model [13],

$$
C_t(t) = K^{\text{trans}} \cdot C_p(t) \otimes e^{-K^{\text{trans}} \cdot v_e t}
$$

(15)

The term $C_t$ represents the concentration of the substance in tissue, and $C_p$ the concentration in the plasma of the blood. However, the recorded signal from the scanner is due to both the amount of the contrast agent which has been diffused in the EES, and (more importantly), the component which remained in the blood vessels. As a result, an additional term describing the signal due to the blood volume is added to the original Tofts model,

$$
C_t(t) = K^{\text{trans}} \cdot C_p(t + \tau) \otimes e^{-K^{\text{trans}} \cdot v_e t} + v_p \cdot C_p(t + \tau)
$$

(16)

The term $v_p$ represents the volume of blood plasma per unit volume of tissue. Equation (16) is known as the extended Tofts model [14]. The bolus delay ($\tau$), i.e. the time from the beginning of the acquisition until the arrival of the contrast agent in the region of interest, is usually included as an additional parameter during the kinetic analysis by linear interpolation of a measured signal $C_p(t) = C(t)$ in an artery. Linear interpolation results in continuity of the cost function, but introduces differential discontinuities as the interpolation switches between data-points. Calculation of contrast concentration $C(t)$ is performed using a non-linear mapping, based upon a theory of MR image formation and requires absolute calibration of $T_{10}$. A weighted least-squared cost function ($\chi^2$), can be constructed of the form,

$$
\chi^2 = \sum_t \frac{(C(t) - C_t(t))^2}{\text{var}(C(t))}
$$

(17)

The term $\text{var}(C(t))$ is estimated numerically, based upon noise propagated from the original image data through the non-linear calculation of concentration.

Figure 4: The ratio of error estimated using the analytical approach to the error estimated with the numerical approach for (a) $K^{\text{trans}}$, (b) $v_e$, (c) $v_p$, and (d) bolus delay. Analysis was performed on a patient with grade IV glioblastoma.
Correlations derived from the minimum variance bound, can be used as an estimate of the precision of physiological parameters when applying kinetic modelling. This can be performed either with:

i) the conventional analytical method using equation (16) to calculate the Jacobian matrices by assuming the cost function has quadratic behaviour;

ii) the numerical method which estimates the approximate quadratic-behaviour of the cost function (Eqn. (17)) using two symmetrical points from the curve.

For the present work, a region of interest which encompassed one slice of the entire brain, resulting in 2500 individual fits of time course data, was selected. The error ratio and asymmetry across parameters are detailed in Figures 4 and 5, with the mean values listed in Table 2. As a demonstration of the effects of parameter mapping, the asymmetry for $v_e$ is shown in Figure 6. It is observed that the mean asymmetry of $v_e$ is reduced from 0.172 to 0.11.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Error ratio</th>
<th>Asymmetry</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_{trans}$</td>
<td>0.88 ± 0.11</td>
<td>0.077 ± 0.145</td>
</tr>
<tr>
<td>$v_e$</td>
<td>0.91 ± 0.08</td>
<td>0.172 ± 0.317</td>
</tr>
<tr>
<td>$v_p$</td>
<td>0.87 ± 0.16</td>
<td>0.058 ± 0.232</td>
</tr>
<tr>
<td>$\tau$</td>
<td>1.04 ± 0.33</td>
<td>0.017 ± 0.17</td>
</tr>
</tbody>
</table>

Table 2: Comparison of the error ratio and asymmetry across parameters utilised for the analytical and numerical approaches.

3 Discussion

The initial example shows how transformation of parameters can be used to remove asymmetries in a cost function (Figure 2) and so improve the statistical efficiency of covariance estimates; transformation from heteroscedastic to homoscedastic space.
The LPM results demonstrate that for well-behaved cost functions, solutions obtained using the numerical approach closely match those obtained using analytical methods, to better than 1%. This level of agreement is similar to differences seen between analytic approaches and considered more than good enough for any subsequent use of the covariances.

In contrast, analytic approaches generate a much poorer approximations to the numerical approach for problems like the pharmacokinetic model detailed above. Estimated parameter covariances may differ by up to a factor of two (Figure 4(d)). These problems are reflected in the asymmetry distributions (Figure 5), making it possible to assess the quality of these calculations even without knowing the analytic result. Figure 5(d) shows that the cost function is not quadratic as a function of bolus delay. When assessing the quality of a cost function using the asymmetry distribution a sensible limit would seem to be around $\pm 0.1$. In this case the process of linear interpolation used to model bolus delay results in differential discontinuities. Under these circumstances the numerical estimate based on the local behaviour of the cost function should provide a better estimate of covariance than that based upon the second derivative computed at one point.

When the degree of observed asymmetry is variable, parameter transformation can adjust the average behaviour but does not remove asymmetry in all cases (Figure 6). Parameter transformation is therefore not a quick fix for poorly behaved cost functions. Under these circumstances better numerical approaches should perhaps be considered for the calculation of the cost function. For example, for pharmacokinetic data, replacing the noisy estimate of $C_p(t)$ with a smoothly fitted curve would eliminate the need for linear interpolation and resulting differential discontinuities.

4 Conclusion

Developing the software for calculation of parameter covariances can be difficult and time-consuming for relatively straightforward functions, even for highly-experienced coders. Moreover, obtaining analytical solutions is not always possible for more complicated functions. In those instances where analytical solutions can be obtained, a numerical approach serves as a useful comparison, allowing the more-difficult to obtain analytical solution to be tested. Intuitively, better agreement would be expected for well-behaved cost functions. The distribution of asymmetries for multiple fits allows the numerical behaviour of the cost function to be assessed. Poorly behaving cost functions might then be improved via better numerical implementation in order to gain more reliability and statistical efficiency.

For some cost functions, the second derivative at the local minimum may not give a good estimate of parameter error. Utilising numerical methods computed using a suitable distance over the change in the cost function, this issue can be avoided. Additionally, parameter definitions can cause problems with constructing a representative covariance. If parameters are poorly chosen, the cost function is likely to be skewed. Inspecting the asymmetry of estimated inverse covariances on either side of the optima allows us to assess this problem. Performing a parameter transformation can then provide a better representation of error.
5 Appendix A: Calculation of the Diagonal Inverse Covariance

The following C function was written to calculate a numerical estimate of the diagonal inverse covariance matrix elements.

double diagerror(int i, int n, double *a, double (*fitfunc), void *data)
/* calculate diagonal parameter covariance element */
{
    int j=0;
    double sig, sig2, f, olda, val1, val2;
    char temp[256];
    olda = a[i];

    /* start with a small step in the parameter */
    sig = a[i]/10000.0;
    f = 2.0;
    val1 = fitfunc(n, a, data);

    /* try to estimate error on parameter to around 1 percent */
    while (!(f<1.01) || !(f>0.99)) && j <= 10)
    {
        j++;
        a[i] = olda + sig;
        val2 = fitfunc(n, a, data);
        f = fabs(val1-val2);
        if (f < 100.0)
            sig=sig/sqrt(f);
        else
            sig = sig/2.0;
    }
    a[i] = olda;

    /* now check with negative value to within 10 percent */

    a[i] = olda - sig;
    val2 = fitfunc(n, a, data);
    f = fabs(val1-val2);
    sig2=sig/sqrt(f);

    if (fabs((sig-sig2)/(sig+sig2)) >= 0.1)
    {
        sprintf(temp, " Asymmetric covariance structure in diagerror()  
%lf %lf
", sig, sig2);
        Print(temp);  
    } else
    {
        sig = (sig+sig2)/2.0;
    }  
    a[i] = olda;
    return (sig);  
}
6 Appendix B: Calculation of Off-Diagonal Inverse Covariance

The following C function was written to calculate a numerical estimate of the off-diagonal inverse covariance matrix elements.

```c
void offinvdiagerror (int i, int j, double delta_i2, double delta_j2, int n, double *a, double (*fitfunc), void *data)
{
    double z1,z;  /* calculate inverse off-diagonal parameter covariance */
    double mint;
    double alpha_ij, alpha_ij2;
    double oldi, oldj;
    char temp[256];
    oldi = a[i];
    oldj = a[j];

    mint = fitfunc(n, a, data);
    a[i] +=delta_i2;
    a[j] +=delta_j2;
    z1 = fitfunc(n, a, data);
    z=z1-mint;

    alpha_ij=2.0*(delta_i2*delta_j2);
    alpha_ij=(z-2.0)/alpha_ij;

    /* test for symmetry here */
    a[i] = oldi - delta_i2;
    a[j] = oldj - delta_j2;
    z1 = fitfunc(n, a, data);
    z=z1-mint;

    alpha_ij2=2.0*(delta_i2*delta_j2);
    alpha_ij2=(z-2.0)/alpha_ij2;

    if (fabs((alpha_ij2-alpha_ij)/(alpha_ij+alpha_ij2)) >= 0.2)
    {
        sprintf(temp, " Asymmetric covariance structure in offinvdiagerror() 
%f %f \n" , alpha_ij, alpha_ij2);
        Print(temp);
    }

    alpha_ij = (alpha_ij+alpha_ij2)/2.0;

    /* restore old values */
    a[i] = oldi;
    a[j] = oldj;

    return(alpha_ij);
}
```
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